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Overview
What is Self-Supervised Learning?

An analogy



How do Infants Learn?   Can Machine do the same?

Looks at a lot of books!

Listens to a lot of conversations!

Then their parents 
teach them.
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Self-Supervised Learning for Speech

(AI assistants like Xiao-Bu, Siri, and Alexa)

https://www.asus.com/tw/ASUS-Smart-Speaker/ASUS-Smart-Speaker-Xiao-Bu/
https://www.apple.com/tw/siri/
https://en.wikipedia.org/wiki/Amazon_Alexa


Self-Supervised Learning for Speech

(AI assistants like Xiao-Bu, Siri, and Alexa)

Pre-trained models 

are evaluated on 

downstream tasks.

https://www.asus.com/tw/ASUS-Smart-Speaker/ASUS-Smart-Speaker-Xiao-Bu/
https://www.apple.com/tw/siri/
https://en.wikipedia.org/wiki/Amazon_Alexa


Examples
Voice Conversion and BERT



An example: Voice Conversion
Given a source speech (User: I am your father), 
and target speaker’s identity (Darth Vader), 
the converted speech should sound like B uttering A’s content.

“I am your father.” “I am your father.”

VC Model

“I am your father.”

Darth Vader

User Target



Needs a lot of parallel data for supervised training: (     ,      ),  (     ,      ), …
What about self-supervised learning?

An example: Voice Conversion

“I am your father.” “I am your father.”

VC Model

“I am your father.”

Darth Vader

User Target



Voice Conversion (1/3) -  Discrete linguistic units discovery

In this self-supervised end-to-end manner, discrete linguistic units are learned
and represented as multilabel binary vectors (MBVs).

Training Reconstructed 
Speech

ASR-Encoder is trained to discover 
a set of common linguistic units 

given a variety of speakers

TTS-Decoder is trained to project 
the discovered units back to the 

designated speech



Voice Conversion (2/3) - MBV: vectors of zeros one ones

Linearly project the 
last hidden layer of 
ASR-Encoder into a
             space.



Training

Inference
Converted 
Speech

Reconstructed 
Speech

The voice converted speech would sound like         uttering         ’s content.

Voice Conversion (3/3) - VC using the ASR-TTS autoencoder



Voice Conversion - Why does it work?
Speaker A

Input 
Speech

VC
Speech

ASR Encoder

Content

Speaker A

Content

ASR Encoder

Speaker A

Content

ASR Encoder
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Voice Conversion - Why does it work?

Capacity Just right

Speaker A

Input 
Speech

VC
Speech

ASR Encoder TTS Decoder

ASR Encoder TTS Decoder

Capacity Too Small

Capacity Too Big

Content

Speaker ID

Content

Speaker A

Content

Speaker B

Content

ASR Encoder TTS Decoder

Speaker A

Content

Speaker A

Speaker B 

Content

Noise



Voice Conversion:
ZeroSpeech 2019
https://zerospeech.com/2019/results.html

● Global Competition

● How good are the learned vector?

https://zerospeech.com/2019/results.html


Voice Conversion:
ZeroSpeech 2019
https://zerospeech.com/2019/results.html

● Global Competition

● How good are the learned vector?

● We achieved 2nd place in terms of 
learned vectors, while achieving 
better VC quality than the 1st place.

● Published in InterSpeech 2019 as 
first author (oral presentation).

https://zerospeech.com/2019/results.html


Recall: Self-Supervised Learning for Speech



Self-Supervised Learning: VC



An example:
Machine QA

Machine reading comprehension (MRC) is an AI challenge 
that requires machine to determine the correct answers to 

questions based on a given passage.

https://rajpurkar.github.io/SQuAD-explorer/

https://rajpurkar.github.io/SQuAD-explorer/


An example:
Machine QA

Humans are outperformed by machine!

Machine reading comprehension (MRC) is an AI challenge 
that requires machine to determine the correct answers to 

questions based on a given passage.

https://rajpurkar.github.io/SQuAD-explorer/

ALBERT (BERT)

https://rajpurkar.github.io/SQuAD-explorer/


BERT (Bidirectional Encoder Representations from Transformers)
● Achieved 11 SOTA when published.
● A technique for NLP pre-training developed by Google.



BERT (Bidirectional Encoder Representations from Transformers)
● Achieved 11 SOTA when published.
● A technique for NLP pre-training developed by Google.
● Learn contextualized repr trough Masked LM:

A B C D E

BERT

RRR R R

How are [M] today ?

[M] = you



BERT (Bidirectional Encoder Representations from Transformers)
● Achieved 11 SOTA when published.
● A technique for NLP pre-training developed by Google.
● Learn contextualized repr trough Masked LM:

A B C D E

BERT

RRR R R

How are [M] today ?

[M] = you

Share layers of BERT:
A Lite BERT = ALBERT



Recall: Self-Supervised Learning for Speech



Self-Supervised Learning: BERT



Mockingjay
From BERT to Speech BERT



From BERT to Speech BERT
NLP BERT: 

Language Representation Learning

A B C D E

BERT

RRR R R

Unsupervised 
pre-train on 

text

epresentations!

Text tokens



NLP BERT: 
Language Representation Learning

A B C D E

BERT

RRR R R

Unsupervised 
pre-train on 

text

Usage:
Extracts features for 

downstream NLP models 
(can also be fine-tuned)

epresentations!

Text tokens

From BERT to Speech BERT



NLP BERT: 
Language Representation Learning

A B C D E

BERT

RRR R R

Speech BERT:
Speech Representation Learning

Speech BERT

RRR R R

Unsupervised 
pre-train on 

text

Unsupervised 
pre-train on 

speech

Usage:
Extracts features for 

downstream NLP models 
(can also be fine-tuned)

Usage:
Extracts features for 

downstream SLP models 
(can also be fine-tuned)

epresentations!

Acoustic Frames

From BERT to Speech BERT



Recall: Self-Supervised Learning for Speech



Self-Supervised Learning: Mockingjay



Pre-Training Task: Masked Acoustic Model

(Phoneme level,
Spectrogram)

Masking Probabilistic Policy

(Phoneme level,
Spectrogram)



Pre-Training Task: Masked Acoustic Model

(Phoneme level,
Spectrogram)

Mockingjay (Bidirectional,
Self-Attention)



(Phoneme level,
Spectrogram)

(feed forward)

Pre-Training Task: Masked Acoustic Model

Mockingjay (Bidirectional,
Self-Attention)



(Phoneme level,
Spectrogram)

(feed forward)
Considers the 

whole utterance

Reconstructs 
from corrupted 

input

Pre-Training Task: Masked Acoustic Model

Mockingjay (Bidirectional,
Self-Attention)



Probabilistic Policy for Masking Frames

1) Select 15% of the frames for 
prediction (highlighted in green).

A B C D E ...1)



Probabilistic Policy for Masking Frames

1) Select 15% of the frames for 
prediction (highlighted in green).

A B C D E ...1) A 0 C 0 E ...
2)

2) For all selected frames:

● mask to zero 80% of the time

● replace randomly 10% of the time

● leave untouch 10% of the time

80%

Mask all 15%



Probabilistic Policy for Masking Frames

1) Select 15% of the frames for 
prediction (highlighted in green).

A B C D E ...1) A 0 C 0 E ...
2)

2) For all selected frames:

● mask to zero 80% of the time

● replace randomly 10% of the time

● leave untouch 10% of the time

A G C Y E ...

80%

10% Mask all 15%

Replace all 15%



Probabilistic Policy for Masking Frames

1) Select 15% of the frames for 
prediction (highlighted in green).

A B C D E ...1) A 0 C 0 E ...
2)

2) For all selected frames:

● mask to zero 80% of the time

● replace randomly 10% of the time

● leave untouch 10% of the time

A G C Y E ...

A B C D E ...

80%

10%

10%

Mask all 15%

Replace all 15%

Do nothing, frames remain the same



Input Feature: Masked Spectrogram



Input Feature: Masked Spectrogram

Masked to Zero

80-dim mel-spectrogram First derivative



Visualizations
Masked 
Frames

Mockingjay



Visualizations

Repr.

Masked 
Frames

Mockingjay



Visualizations

Pred

Real

Repr.The model was able to 
reconstruct spectrogram form 

hidden representations

Masked 
Frames

Mockingjay



Migrating from text to speech
Acoustic Features: long and locally smooth in nature,

need to 1) shorten the sequence and  2) mask over a longer span



Migrating from text to speech
Acoustic Features: long and locally smooth in nature,

need to 1) shorten the sequence and  2) mask over a longer span

Address the long and smooth problem with:
Downsampling, and  consecutive masking

R=3

R=3, C=3

C=3



Model Architecture

Mockingjay



Model Architecture

● H_dim = 768
● F_dim = 3072
● A_num = 12

● Train on LibriSpeech 360 hrs
● Pre-train steps = 500k
● Fine-tune steps = 50k (2-epochs)

● BASE (L=3)
● LARGE (L=12)

Mockingjay



Incorporating with Downstream Tasks
1) Feature Extraction

Pre-train

Mockingjay



Incorporating with Downstream Tasks

Mockingjay

Classifier

Which class?

1) Feature Extraction

Trained with little paired data

Frozen

Pre-train

Used for feature 
extraction

Mockingjay



Incorporating with Downstream Tasks

Mockingjay
Model

2) Weighted Sum from All Layers (WS)

Trained with little paired data

Frozen

Classifier

Which class?

Mockingjay



Incorporating with Downstream Tasks

WS : Learn weighted 

sum on all layers Layer1

Layer2

Layer3

0.3

0.5

0.2

Mockingjay
Model

2) Weighted Sum from All Layers (WS)

Trained with little paired data

Frozen
Repr

Classifier

Which class?

Mockingjay

Similar to 
ELMo in NLP



Incorporating with Downstream Tasks
3) Fine-tune (FT2)

Pre-train

Mockingjay



Incorporating with Downstream Tasks

Mockingjay
Model

3) Fine-tune (FT2)

Fine-tune with little paired data

Pre-train

Initialize for FT

Classifier

Which class?

Mockingjay

Not Frozen

Mockingjay



Experiments - 1/3

Acoustic Features Phoneme Classification Speaker Recognition Sentiment Classification

Mel Features 49.1 70.1 64.6

BASE 60.9 94.5 67.4

LARGE 64.3 96.3 70.1

Consistent results over all three tasks:
Mel < BASE < LARGE



Experiments - 2/3

Acoustic Features Phoneme Classification Speaker Recognition Sentiment Classification

Mel Features 49.1 70.1 64.6

BASE 60.9 94.5 67.4

LARGE 64.3 96.3 70.1

LARGE-WS 69.9 96.4 71.1

Consistent results over all three tasks:
LARGE < LARGE-WS



Low-Resource Experiments - 1/6

We demonstrate how pre-training on speech can improve supervised 
training in low resource scenarios, we train with reduced amount of labels.



Low-Resource Experiments - 2/6

Mel < BASE



Low-Resource Experiments - 3/6

Mel < BASE < LARGE



Low-Resource Experiments - 4/6

LARGE < LARGE-WS
with an avg 5.75% improvement



Low-Resource Experiments - 4/6

With 0.1% of labels, 
LARGE-WS (52.8%) outperformed Mel (49.1%) that uses all 100% hours of labeled data.



Low-Resource Experiments - 5/6

All < BASE-FT2



Low-Resource Experiments - 6/6

With 0.1% of labels, 
BASE-FT2 (57.9%) outperformed Mel (49.1%) that uses all 100% hours of labeled data.



From here to beyond
● SSL on VC (Interspeech 2019, first author Oral)

● SSL on Mockingjay  (ICASSP 2020, first author Oral)

1. Mockingjay for Adversarial Defence (2nd Author)

2. How Does Self-Supervised Models learn? (2nd Author)

3. Improving Mockingjay: Speech ALBERT (Advising)

4. Robust Neural Vocoding for Speech Generation (3rd Author)
Train WaveNet, WaveRNN, FFTNet, Parallel WaveGAN alternately on five different datasets.

Submitting to InterSpeech 2020 (5/15)



Current Works
What else can we do with Mockingjay?

1. Adversarial Defense
Employ Mockingjay to protect models against adversarial attacks



Hacking AI security systems: Face ID / Voice ID

1. Adversarial Defense What is Adversarial Attack?



What is Adversarial Attack?

Hacking AI security systems: Face ID / Voice ID

1. Adversarial Defense

ACCESS 
DENIED!



What is Adversarial Attack?

Hacking AI security systems: Face ID / Voice ID

1. Adversarial Defense

ACCESS 
DENIED!

ACCESS 
GRANTED!Adversarial example

Adversarial noise



What is Adversarial Attack?1. Adversarial Defense

ACCESS 
DENIED!

ACCESS 
GRANTED!Adversarial example

Adversarial noise

Anti-Spoofing Model Speaker Verification Model



How to Attack?1. Adversarial Defense

Anti-Spoofing 
Model

Speaker Verification Model

Non-Spoofing

SpoofingAdversarial example

Adversarial noise



How to Attack?1. Adversarial Defense

Anti-Spoofing 
Model

Speaker Verification Model

Non-Spoofing

Adversarial example

Adversarial noise

Gradient Descent

Non-Spoofing



Employing Mockingjay1. Adversarial Defense

Anti-Spoofing 
Model

Speaker Verification Model

Non-Spoofing

Spoofing

M
ockingjayAdversarial example

Adversarial noise



- Experiments1. Adversarial Defense



- Experiments1. Adversarial Defense

M
ockingjay

Intuition:
LNSR- Measure the amount of 

adversarial signal through the layers

Anti-Spoofing 
Model



Current Works
What else can we do with Mockingjay?

2. Understanding Self-Supervised Models
Visualize and explainable understanding of how models draw conclusion



Recall: Model Architecture

Mockingjay



Attention of layers - 12 Heads Summary



Attention of layers - 12 Heads Summary

Compute mean on all the heads



Attention of layers - What Each Layer Does?

O
ut

pu
t S

eq
ue

nc
e

Input Sequence



Attention of layers - What Each Layer Does?

Layer 0 - Vertical
Observing the model dividing 

phoneme boundaries

Layer 8 - Global
The model gathering global 

structures

Layer 11 - Diagonal
The model attends on past and 
future context to predict output

These 3 actions are performed iteratively throughout the depth of the model

O
ut

pu
t S

eq
ue

nc
e

Input Sequence
Note that the input of 
deeper layers are no 

longer acoustic 
features



Diagonal - Observing Phoneme Boundaries



Diagonal - Observing Phoneme Boundaries

diagonal attentions 
are highly correlated 

with phoneme 
boundaries



Vertical - Observing concentration

vertical attentions 
often concentrate on 

specific phonemes



Refine Attentions



3. Speech ALBERT
Recall that: Mockingjay = Speech BERT

Speech ALBERT:
Share all the weights of each Transformer Layer!

Exps: 
comparing with Mockingjay (uses less memory)

Speech ALBERT



Related Works
What else besides Mockingjay?

A top-down introduction to all recent related works.



DeepMind

FB

Google

MIT MIT

Amazon

FB

GoogleGoogle

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Contrastive Predictive Losses

Reconstruction Losses

Related Works
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DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works

Encoder Network
5-layer convolutional neural network (CNN)

Context Network
1-layer Gated Recurrent Units (GRU)

Intuition:
Pulls temporally nearby representations closer 

and pushes temporally distant ones further.

Important exps: Phone / Speaker Classification
*We will compare with this in our work.

Learned representations



DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works



DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works

Contribution:
self-supervised pre-training is shown to 

improve supervised ASR

Used as input for ASR models,
replace acoustic features

Important exps: ASR on WSJ / TIMIT
*We will compare with this in our work.

Context Network
9-layer convolutional neural network (CNN)

Encoder Network
5-layer convolutional neural network (CNN)



DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works



DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works
Contribution:

bidirectional context + ASR

learning representations from large amount of 
unlabeled data (8000 hrs) can provide 

improvements for out-of-domain transfer 
(different datasets / cross-lingual).

Forward >>><<< Backward

sharedshared

concat

Important exps: ASR on LibriSpeech
*We will compare with this in our work.



DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works



DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works

Contributions:
1) changing the batch normalization to channel-wise normalization

2) replace the linear prediction layer to a Transformer layer
3) and replacing the context network of GRUs with Long Short-Term Memory (LSTM) cells

Important exps: Phone Classification
*We will compare with this in our work.



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works

DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related WorksImportant exps: Phone / Speaker Classification
*We compared with this in our previous work.

Intuition:
Speech Version of a RNN Language Model

Instead of operating on word tokens, 
change them to acoustic frames

Change the softmax layer to 
regression layer for reconstruction 



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related WorksImportant exps: Phone Classification, ASR on WSJ
They use settings that are not conventional.

Intuition:
The APC objective is extended to  bidirectional.

An auxiliary  RNN  is  used  to  refresh  current  
hidden  states  with the  knowledge  learned  in  
the  past,  allowing  the  model  to remember  

more  from  the  past. 

predicts the  future  frame  
conditioning  on  previous  context,

but  also predicts  the  past 
memory  through  reconstruction. 



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related WorksImportant exps: ASR on WSJ / LibriSpeech
*We will compare with this in our work.

Intuition:
Deep Contextualized  Acoustic Representations

Combining the bidirectionality of ELMo and the 
reconstruction objective of APC. Reconstruction loss is 
summed over all possible slices in the entire sequence.

APC

ELMO



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works
Wavenet

phase

Intuition:
Very similar to the VC structure, learn through 

autoencoder bottleneck and reconstruction

Important exps: Phone Classification

Important exps: Linear Classifications



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works

Intuition:
Audio version of 

Word2Vec

Important exps: Linear Classifications



Google

MIT MIT

Amazon

GoogleGoogle

APC
Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Reconstruction Losses

Related Works

DeepMind

FB

FB

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec

Contrastive Predictive Losses Related Works



DeepMind

FB

Google

MIT MIT

Amazon

FB

GoogleGoogle

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec vq-wav2vec

APC

Mockingjay

Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Contrastive Predictive Losses

Reconstruction Losses

vq-wav2vec-FT

Speech Encoder MPC

Speech XLNet

Related Works

BERT-Style

FB

Amazon

Ours

FB

Tencent

Didi Chuxing

SLU BERT

Alibaba



vq-wav2vec

Mockingjay

vq-wav2vec-FT

Speech Encoder MPC

Speech XLNet

Related Works

BERT-Style

FB

Amazon

Ours

FB

Tencent

Didi Chuxing

SLU BERT

Alibaba



vq-wav2vec vq-wav2vec-FT

Related Works

BERT-Style

FBFB

CPC

wav2vec 
architecture



vq-wav2vec vq-wav2vec-FT

Related Works

BERT-Style

FBFB

CPC

wav2vec 
architecture



vq-wav2vec

Mockingjay

vq-wav2vec-FT

Speech Encoder MPC

Speech XLNet

Related Works

BERT-Style

FB

Amazon

Ours

FB

Tencent

Didi Chuxing

SLU BERT

Alibaba



vq-wav2vec vq-wav2vec-FT

Related Works

BERT-Style

FBFB

SLU BERT

AlibabaCTC loss training over 
ground-truth phonemes

masked frames are filled with a default 
posterior vectors with the probability of a 
placeholder phoneme “[PAD]” equals to 1.

Diverges from 
previous works that 

are fully 
self-supervised.



Related Works

The Trend:
All of these works emerges around October, 2019. 

All submitted to ICASSP 2020

(Speech XLNet and MPC did not make it)

vq-wav2vec

Mockingjay

vq-wav2vec-FT

Speech Encoder MPC

Speech XLNet

BERT-Style

FB

Amazon

Ours

FB

Tencent

Didi Chuxing

SLU BERT

Alibaba



vq-wav2vec

Mockingjay

vq-wav2vec-FT

Speech Encoder MPC

Speech XLNet

Related Works

BERT-Style

FB

Amazon

Ours

FB

Tencent

Didi Chuxing

SLU BERT

Alibaba

Mockingjay

Intuition:
A model that can predict the partial loss 

of small segments of speech,
should provide a contextualized 

understanding of previous and later content.



DeepMind

FB

Google

MIT MIT

Amazon

FB

GoogleGoogle

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec vq-wav2vec

APC

Mockingjay

Multi-Target APC

DeCoAR

Autoencoder PhaseAudio2Vec

Contrastive Predictive Losses

Reconstruction Losses

vq-wav2vec-FT

Speech Encoder MPC

Speech XLNet

Related Works

BERT-Style

FB

Amazon

Ours

FB

Tencent

Didi Chuxing

SLU BERT

Alibaba



DeepMind

FB

Google

MIT MIT

Amazon

FB

GoogleGoogle

DeepMindCPC

Modified CPC

Bidir CPC

wav2vec vq-wav2vec*

APC

Mockingjay

Multi-Target APC

DeCoAR

TERAAutoencoder PhaseAudio2Vec

Contrastive Predictive Losses

Reconstruction Losses

vq-wav2vec-FT*

Speech Encoder MPC

Speech XLNet

Related Works

BERT-Style

FB

Amazon

Ours Ours

FB

Tencent

Didi Chuxing

*: quantized discrete vectors of speech
Underlined: Fine-tuned

SLU BERT*

Alibaba



Related Work Summary
The design of auxiliary task fundamentally defines what the model learns!

Past Future
Prediction

Temporal Axis

Past Current
Prediction

Temporal Axis

Prediction

Future

CPC

APC

Autoencoder

Modified CPC

wav2vec

vq-wav2vec vq-wav2vec-FT

Bidir CPC

Multi-Target APC

DeCoAR

Phase

Audio2Vec

Mockingjay Speech EncoderMPC

Speech XLNet

SLU BERT



TERA
Transformer Encoder Representations from Alteration

Extending Mockingjay to multi-target learning on three dimensions

Temporal Axis

Ch
an

ne
l A

xi
s

Magn
itu

de Axis



Recall: we mask mel spectrogram on time axis

Consider fMLLR on 3 Axis:



Multi-target Pre-training





Recall: Self-Supervised Learning for Speech



Self-Supervised Learning: TERA



Progress: 10 pages, 90% Done
Submitting to the IEEE/ACM Journal of TASL around summer



Frame-wise phone classification on LibriSpeech

TERA

Classifier

phone? Trained with little paired data

Frozen

Feature extraction



Frame-wise phone classification on LibriSpeech

TERA

Classifier

phone? Trained with little paired data

Frozen

Feature extraction

1) Linear Classifier

2) 1 Hidden Classifier

3) Linear Concat Classifier



Frame-wise phone classification on LibriSpeech



Frame-wise phone classification on LibriSpeech

Baseline feature was outperformed by TERA features.

Outperformed CPC

Using more objectives also 
improves performance!



Frame-wise phone classification on LibriSpeech

More pre-training data increases performance.

Having more alteration is like having more data.



Frame-wise phone classification on LibriSpeech

When real data is limited ( <= 460 hr): more alterations are helpful.
When real data is vast (960 hr): augmentation is not required, but comparable.



Speaker linear classification on LibriSpeech

TERA

Classifier

speaker? Trained with little paired data

Frozen

Feature extraction

1) Frame-wise

2) Average over time



Speaker linear classification on LibriSpeech

Baseline feature fails to encode speaker information.



Speaker linear classification on LibriSpeech

Although we train on fMLLR, we 
recover the speaker information 
through the proposed objectives.

Outperformed CPC

Using more objectives also 
improves performance!



Speaker linear classification on LibriSpeech

Pre-training on more data also gives benefit!



ASR Framework
Hybrid DNN/HMM ASR

In ProgressComplete



Mixtures of auxiliary objectives - ASR

More augmentations are helpful



Effect of Amount of Pre-training Data - ASR 1/4

More pre-training data increases performance,
Consistent WER drop for the red rows



Effect of Amount of Pre-training Data - ASR 2/4

Using all three auxiliary objectives is potentially 
increasing the amount of pre-training data.

100 hr == 960 hr

More pre-training data increases performance,
Consistent WER drop for the red rows



Effect of Amount of Pre-training Data - ASR 3/4

Using all three auxiliary objectives is potentially 
increasing the amount of pre-training data.

100 hr == 960 hr

More pre-training data increases performance,
Consistent WER drop for the red rows

100 hr block to 460 hr block gives performance 
boost, saturates for 460 hr to 960 hr



Effect of Amount of Pre-training Data - ASR 4/4

Using all three auxiliary objectives is potentially increasing the 
amount of pre-training data



Ablation Study



Ablation Study - 1) Importance of Bidirectionality

The time objective leads the model to learn bidirectional context!



Ablation Study - 2) Learning Speaker Identity

The channel objective leads the model to learn speaker identity,
While it does not compromise ASR performance!



Ablation Study - 3) Using Different features

Using fMLLR outperformes MFCC on all measures!



Ablation Study - 4) Comparing with baselines

Pre-training leads to better performance!



Comparing different depth and size

A deeper model helps when data is limited!



Comparison of recent approaches on ASR

The proposed approach outperformed all previous methods!



Conclusion
Self-supervised learning,

a brand new topic with lots of ideas that we can work on!



Thank You
Q&A


